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Method Derivation

Code are available: https://github.com/thu-ml/SRPO

Overview

• We propose an offline RL algorithm for continuous control tasks.
• We leverage a powerful diffusion behavior model to regularize 

policy training.
• We entirely avoid iterative sampling from diffusion models in 

both during training and evaluation. This greatly increases 
computational efficiency

Background

More Experimental Reuslt

Decomposing the KL term:

Applying the chain rule and the reparameterization trick: 

Our initial loss function

Key idea: diverse diffusion behavior but simple Dirac inference policy

can be estimated by diffusion models

Ensembling various diffusion times t for better regularization result:
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